
CROSS-COUNTRY EVIDENCE ON THE DEMAND 
FOR MONEY*

1. Introduction

The relationship between the demand for money and its 
determinants is an underlying building block for most theories of  
macroeconomie behavior. Researchers have long been preoccupied on 
the subject matter, because the demand for money is considered a crucial 
component in conducting monetary policy. Furthermore, stability in 
the demand for real balances has been viewed as a requirement for 
policy makers to utilize monetary aggregates as strategic mechanisms. 
Typically, researchers in this field model a real monetary aggregate 
as a function of  both an opportunity cost and a scale variable. 
The objective is then to empirically test long-run theories of  the 
demand for money, such as the classical quantity theory demand for 
money or the Baumol (1952) and Tobin (1956) transactions theory.

One of  the major contributors of  the empirical research on money 
demand has been the recent key advances in time-series econometrics. 
In particular, the contemporary time-series literature has adopted 
the methodology of  modeling trends and investigating cointegrating 
properties of  the aggregate money demand function through error 
correction models see, for example, Hoffman and Rasche (1996). 
The error correction model representation captures the long-run 
equilibrium relationship between money and its determinants while 
embedding the short-run dynamics defined by the data generating 
process. As such, these innovative techniques have inspired researchers 
to revisit previously built empirical models and their findings.

However, past estimation has primarily been confined to 
industrialized countries, especially the United States, the United 
Kingdom, and more recently Canada — see Goldfeld and Sichel (1990), 
Sriram (1999), and Serletis (2001) for surveys on past theoretical 
and empirical money demand studies. Thus, it has been difficult 
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to draw broad conclusions about long-run money demand based on 
only a handful of  countries, which can be argued to be similar in 
nature. Sriram (1999) provides a comprehensive summary of  money 
demand studies involving cointegration and error-correction models 
for selected industrial and developing countries. Most of  the findings 
suggest that the conventional variables are integrated of  order one [or 
I(1) in the terminology of  Engle and Granger (1987)], but that the 
cointegrating relationship between these variables can be sensitive 
to the monetary aggregate, interest rate, or scale variable chosen.

Others such as Kenny (1991), Mulligan and Sala-i-Martin (1992), 
Fujiki and Mulligan (1996), and more recently Fischer (2005), have 
opted for an alternative modeling approach to the error correction 
model framework. The first three studies estimate money demand 
cross-sectionally. This approach is appealing given that the elasticity 
estimates derived from the time-series approach seem to be sensitive 
to the choice of  sample period, functional form, number of  lags, and 
the univariate and multivariate time series properties of  the underlying 
variables. For these reasons (among others), Friedman and Kuttner 
(1992, p. 490) argue that time-series data does not uncover a “close or 
reliable relationship between money and nonfinancial economic activity.”

The cross-section approach also allows researchers to utilize 
additional conditional variables, which may not be available as a 
time-series. For example, in his cross-country study, Kenny (1991) 
conditions on inflation, the fraction of  the population who are elderly, 
education, agriculture, population density, and then he includes dummy 
variables for dictatorships and the 1970’s. Alternatively, the Mulligan 
and Sala-i-Martin (1992) cross-state American study includes state 
specific variables for population, population density, agricultural 
sector’s share of  income, and regional dummies. The findings and 
conclusions drawn from both studies indicate that supplementary 
variables can enhance standard inferences regarding money demand.

More recently, Fischer (2005) attempts to reconcile parameter 
biases in the conventional money demand estimates by conditioning 
on heterogeneous levels of  financial sophistication in his cross-regional 
panel analysis of  Switzerland. In particular, Fischer considers four 
proxies in his attempt to measure financial sophistication. The first, 
is population density of  a canton, the second is impact of  financial 
centers, the third is the economic structure of  a canton, and the 
last proxy measure of  financial sophistication considers the number 
of  automated teller machines (ATMs) in a canton — a canton is 
the Swiss definition for what is known as a province or a state 
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elsewhere. However, his results show that the estimated income 
elasticity is consistent with the Baumol-Tobin transactions theory 
hypothesis and that proxy measures of  financial structure have little 
or no influence on the stability of  Swiss money demand.

In this paper, we have three main objectives. First, we utilize a 
comprehensive cross-country data set for 48 countries over the 1980-
95 period. The data is comprised of  not only conventional money 
demand variables, but of  institutional, financial structure, and 
financial development measures from Levine (2002). The inclusion 
of  theee additional variables to the conventional money demand 
function allows us to systematically examine their possible role in the 
demand for money, at an aggregate multi-country setting. Secondly, 
we apply an innovative Bayesian approach to cluster the 48 countries 
into distinct groups. This method of  unsupervised classification, 
based on finite mixture models and statistical attributes, allows us 
to establish whether heterogeneity in money demand exists between 
different classes or groups of  countries within the data set. It also 
allows us to investigate whether certain countries can dominate and 
distort the initial results and conclusions. Lastly, since the number 
of  recent empirical studies relying on geographical diversity is 
solely limited to regional analysis within Japan, Switzerland, and 
the United States, we make an initial contribution by extending the 
current analysis to a global survey.

The organization of  the paper is as follows. Section 2 outlines 
the econometric specification and predictions undertaken for the 
cross-country data, for both narrow and broad money measures. 
In the same section we describe the data, as well as the underlying 
sources of  collection and origin, and present the initial cross-
country econometric results. In Section 3, we introduce the Bayesian 
classification approach, based on finite mixture models, present the 
results of  the Bayesian classification analysis, and explore the economic 
significance of  our clustered regression results. The final section 
concludes the paper and outlines the implications of  our findings.

2. Cross-country specifications

Following Levine (2002), we argue that different views regarding 
money demand can be represented as rival predictions on the 
parameters of  a standard money demand equation and consider the 
following cross-country money demand regression equations

m  = a'X + ε
1

m  = a'X + b'I + ε
2
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m  = a'X + cS + ε
3

m  = a'X + dF + ε
4

where m is the natural logarithm of  the real money stock (defined by 
either a narrow or broad definition) and X represents the standard 
set of  conditioning information that is, the natural logarithm of  
real GDP and a short term nominal interest rate. As in Levine 
(2002), I represents a vector of  institutional variables which measure 
macroeconomic stability, openness to international trade, and political 
stability. S gauges financial structure, with larger values suggesting 
a more market-based economy and smaller values implying a bank-
based economy. F measures the degree of  financial development; 
larger measures of  F imply an increased development of  securities 
markets, banks, and non-banks. Such measures can also be interpreted 
as a proxy for financial services. ei, with i = 1, 2, 3, 4, is the corre
sponding error term for each of  the four equations, respectively. a, 
b, c, and d are estimated coefficients (with bold letters indicating 
vectors of  coefficients). I, S, and F are the same variables that 
Levine (2002) considers as possible growth determinants.

The idea is that countries with greater institutional stability 
should exhibit less uncertainty and therefore display a reduced 
demand for money. Specifically, the sign of  b will depend on each 
of  the institutional variables under consideration. For example, a 
higher level of  average schooling years over the population implies 
a stronger knowledge of  the mechanics of  the economy and the 
money market, suggesting that the demand for money will be lower 
as the educational index rises. Large black market premium values 
indicate that the transaction costs incurred while purchasing goods 
and services are also large, which in turn requires agents to hold 
more liquid money. There is also a possible relationship between 
government expenditure and money demand. Theory asserts that 
private spending and public spending maybe perfect substitutes or 
complements see, for example, Barro (1997). If  perfect substitutes, 
then the expenditure on goods and services by the government will 
reduce expenditure by agents, requiring them to hold less money, 
ceteris paribus. If  complements, then providing additional services 
will require agents to purchase these services and compel them to 
retain additional funds, ceteris paribus.

The trade variable attempts to proxy the degree of  openness. With 
enhanced trade comes exposure to different markets, where agents 
must now consider foreign interest rates and balance of  payment 
issues. As a result, agents will have to divide their monetary holdings 
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between domestic and foreign accounts. Higher degrees of  openness 
would suggest that there would be lower demand for domestic 
money. Measures of  civil liberties, revolutions and coups and political 
assassinations can be thought of  as proxies for political stability. 
With domestic political instability comes capital flight. The theory 
is that as the future of  the financial system becomes dismal, faith in 
a paper promise declines and faith in other assets such as gold and 
tangible goods useful for bartering increases. Kenny (1991) considers 
a similar approach by trying to control for the type of  government 
by including a dummy variable for dictatorships. Our interpretation 
differs given that the theee political stability variables are not 
mutually exclusive to countries considered either a dictatorship or 
democracy. As well, Kenny (1991) emphasizes precautionary motives 
for his interpretation but neglects speculative motives, which have 
increasingly dominated financial markets during our sample period.

Bureaucratic efficiency measures the extent of  autonomy 
from political pressures and strength to govern. This is important 
because it signals a degree of  competence within key governmental 
departments such as finance and the central bank. Given that 
autonomy and expertise indicate certainty and provide faith in the 
monetary and political system, the implication is that as the quality 
of  the bureaucracy rises, the demand for money should decline. 
As with the black market premium measure, corruption can also 
accordingly be considered a source of  raising transaction costs. It 
is not unreasonable to assume that an increase in corruption would 
be followed by bribery and possibly influence peddling. Therefore, 
as we observe an increase in corruption we should also observe an 
increase in the demand for money.

The addition of  financial structure measures allows for 
investigation into the possible heterogeneity in money demand 
under diverse financial systems. Specifically, a better understanding 
of  whether money demand is higher or lower in a bank-based or 
market-based system can be explored. Such analysis and its insights 
may be useful in formulating monetary policy to remedy a financial 
crisis or to restructure a command style economy to a more capital 
driven one, from a policy perspective. Given that, the hypothesis 
is that under market-based systems firms can easily raise funds 
in the open market for financing and investment through capital 
markets, which in turn would broaden loan possibilities. Boot and 
Thakor (1997) along with Allen and Gale (1999) articulate that 
competitive capital markets contribute positively in aggregating 
dispersed information signals and efficiently relay such information 
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to investors, with favorable implications for firm level financing — 
see also Levine (2002) for a further explanation and other references 
on the subject matter. In comparison, under a bank-based system, 
funds would have to be raised through banks, therefore limiting 
financing possibilities. Bhide (1993) along with Boot and Thakor 
(1997) argue that banks act as a coordinated coalition of  investors 
which can monitor firms more efficiently to diminish post lending 
moral hazard issues and a myopic investor climate. Thus, given the 
possibility of  easily attainable funds under a market based system 
and the possible impediments under a bank-based system, we should 
observe the demand for money to be lower in economies where there 
are market-based characteristics and higher in economies where bank-
based characteristics are observed. Hence, we should observe c < 0.

Financial Services, whether provided by banks or capital markets, 
can also give broad insight into transaction costs. The idea is that 
financial arrangements such as contracts, markets, and intermediaries 
alleviate market imperfections. Levine (1997) stresses that this 
view curtails the significane of  the bank-based and market-based 
discussion. The argument Levine (2002) makes is that financial 
arrangements (such as contracts, markets, and intermediaries) 
highlight prospective investment opportunities, promote corporate 
responsibility, contribute to risk management, develop liquidity, and 
reduce savings mobilization. With regards to money demand, the 
issue is whether such arrangements assist in lowering transaction 
costs or aid in increasing them. Standard economics textbooks 
describe financial innovations having a negative effect on the demand 
for real money balances — see, for example, Barro (1997). However, 
there is not a definitive hypothesis given that reductions in market 
imperfections come at a price. Ambiguity arises because the derived 
benefits from financial services may not outweigh the costs and vice 
versa. As a result, the data will have to dictate which case is more 
likely. If  the benefits offset the costs, transaction costs decline and 
the implied sign is d < 0. Whereas, if  the costs overshadow the 
benefits, transaction costs could rise and the implied sign is d > 0. 
Kenny (1991) presents a similar idea by using population density as 
a surrogate for bank proximity and their corresponding services.

2.1 The Data
In order to analyze the possible relationships between real 

money balances, real GDP, the nominal interest rate, and different 
institutional, financial structure, and financial development measures, 
we adopt the common broad cross-country approach, using one 
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observation for each variable under consideration, per country, for 48 
countries (over the 1980-1995 period). Many of  the variables used 
in this study are derived from census and privately collected data 
and simply are not available on an annual basis. The countries we 
consider are the same as those investigated in Levine (2002) and 
are listed in Table 1. As Levine (2002, p. 405) points out, “one 
advantage of  the broad cross-country approach is that it permits a 
consistent treatment of  financial system structures across countries 
and thereby facilitates international comparisons.” However, we are 
aware of  the potential pitfalls of  such analysis, as we cannot exploit 
the time series dimension of  the data. Issues often raised in the 
money demand literature typically try to address serial correlation of  
the error term and univariate and multivariate time series properties 
of  the variables involved. There are also possible issues regarding 
simultaneity between the variables included in the regressions. Our 
procedure to account for this is explained in the next section.

Argentina 
Australia 
Austria 
Belgium 
Brazil 
Canada 
Chile 
Colombia 
Cyprus 
Denmark 
Ecuador 
Egypt 
Finland 
Frane 
Germany 
Ghana 
Greece 
Honduras 
India 
Ireland 
Israel 
Italy 
Jamaica 
Japan

Kenya 
Malaysia 
Mexico 
Netherlands
New Zealand 
Norway 
Pakistan 
Panama 
Peru
Philippines
Portugal 
South Africa
Spain
Sri Lanka 
Sweden 
Switzerland
Taiwan, China 
Thailand
Trinidad and Tobago 
Turkey
Tunisia
United Kingdom 
United States 
Zimbabwe

Table 1 - Countries

The narrow definition of  money chosen is what we shall refer 
to as M1. The International Monetary Fund (IMF) and standard 
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monetary textbooks define such a narrow measure as transferable 
deposits (demand deposits) and currency outside of  banks. The broad 
definition of  money chosen is what we shall refer to as M2. This 
broad measure is identified as M1 plus quasi money (time, savings, 
and foreign currency deposits). For the 48 countries included in the 
study, annual data pertaining to both measures were collected over 
the 1980-1995 period from the IMF International Financial Statistics 
(IFS), World Development Indicators (WDI), and various central 
banks in local currency units (LCU). The data were then converted 
to United States dollars, by using the U.S. dollar per LCU 1995 
average exchange rate, and then averaged to obtain a single data 
point for each nominal measure of  money, for each country.

To analyze the monetary aggregates described above in real 
terms, we then collected data from the WDI on the consumer price 
index (CPI) for each country with a base year of  1995. The average 
was then taken to obtain a single observation for each country. Each 
of  the cross-country monetary aggregates was then deflated by the 
average consumer price index for each of  the 48 countries to obtain 
a real measure. Although the GDP deflator would have been the 
ideal price index to use, it was not exploited due to data availability 
and base year issues. However, for those countries for which we 
found both, a comparison was made and differences between the 
two indices were minor if  not nil. At any rate, the CPI is the most 
publicly reported price index. Constant 1995 U.S. dollar GDP data 
were also collected from the WDI for each country. With regards 
to short term nominal interest rate data, there were some data 
availability issues. We could not find a uniformly defined interest 
rate series for all 48 countries. As a result, data were first collected 
for countries for which there existed a 90 day treasury bill rate or 
the local equivalent. Subsequently, data were collected for those 
countries for which there existed a money market rate. For those 
countries which neither existed, a deposit rate was collected.

As already noted, the institutional, financial structure, and 
financial development variables are taken from Levine (2002) — see 
Levine (2002) for further details regarding the sources of  his data 
collection. We consider nine institutional variables in this study. The 
first, the logarithm of  the initial workforce education, is measured 
as the average schooling years in the total population over 25 in 
1980. The second is the logarithm of  one plus the average black 
market premium and is averaged over the 1980-92 period. The 
third is the logarithm of  government size as a share of  GDP and 
is averaged over the 1980-95 period. The fourth is the logarithm of  
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international trade (real exports and imports) as a share of  GDP and 
is also averaged over the 1980-95 period. The fifth is an indicator 
of  civil liberties averaged over the 1980’s — this indicator is scaled 
from 1 (most freedom) to 7 (least freedom). The sixth is an index 
of  revolutions and coups averaged over the 1980’s. The seventh 
is political Assassinations — this measures the average number of  
assassinations per thousand inhabitants, over the 1980’s. The eighth 
is bureaucratic quality, which is scaled from 0 to 6 and averaged over 
1982-1995 — high scores indicate autonomy from political pressures, 
strengths and expertise to govern without drastic changes in policy or 
interruptions in government services. Lastly, the level of  corruption 
within a given country is indexed through a scale over the 1982-95 
period — this index is scaled from 0 (high level of  corruption) to 
10 (low level of  corruption). Levine’s inflation variable is left out to 
avoid any possible simultaneity, given that both measures of  money 
and GDP are in real terms.

Levine constructs and employs a set of  five variables to 
capture comparative differences in financial structure between the 
48 countries. The purpose of  theee variables is to proxy whether 
financing in a country is comparatively bank-based or market-based. 
StructureActivity, Structure-Size, and Structure-Efficiency measure 
the activity, size, and efficiency of  equity markets relative to banks in 
each country. Levine then forms a comprehensive measure (highest 
joint R-squared) of  the previous three variables called Structure-
Aggregate. Low values of  the Activity, Size, Efficiency, and Aggregate 
measures indicate that an economy is bank-based, whereas high 
values indicate that an economy is market-based. The fifth variable, 
Structure-Regulatory, is created to capture the degree of  commercial 
bank restrictions, with smaller values signifying a lower degree of  
restrictions on commercial banking activities.

In order to observe relative differences in financial development 
between the 48 countries, Levine also constructed and utilized four 
measures of  financial development. FinanceActivity, Finance-Size, 
and Finance-Efficiency quantify financial development based on 
the activity, size, and efficiency of  the financial sector within each 
country. Finance-Aggregate is another comprehensive measure of  the 
three previous variables and is constructed in a similar fashion as the 
Structure-Aggregate variable. Lower values of  these indicators imply 
underdeveloped financial sectors, whereas higher values imply thriving 
financial sectors. In his construction of  these measures, Levine 
exploits equity markets as a proxy for capital markets due to data 
availability in the bond markets. These measures in our view can also 
be interpreted as a proxy for transaction costs as previously discussed.
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2.2 Cross-Country Results
Table 2 presents the initial conventional money demand results 

using ordinary least squares (OLS) estimation with heteroskedasticity-
consistent standard errors. The top panel displays the results for 
M1 as the dependent variable and the bottom panel those for M2. 
For both money measures, the estimated income elasticity of  the 
demand for real money balances is highly significant and close to 
the quantity theory demand for money predictions. Specifically, 
for both aggregates we tested the null hypothesis that the income 
elasticity is equal to one, and cannot reject the null at the 5% level. 
The estimated interest elasticities of  the demand for real balances are 
negative and both significant at the 5% level. Although the interest 
elasticity estimates are not zero for both aggregates, as predicted 
by the quantity theory demand for money, they are quite low and 
statistically different than the implied value of  the Baumol-Tobin 
transactions theory.

Table 2 – Conventional Money Demand Functions

 

   

  
      



      
     
     



      
     
     

           
         
         



Notes: The reported explanatory variables are all included in each of  the 
regressions. The simple information set only includes the logarithm of  short 
term interest rates and the logarithm of  real GDP.

Table 3 presents the institution results for both money measures. 
The estimation procedure we opt for is to control sequentially for 
each institutional variable conditioned on the simple information set. 
The reasoning stems from issues regarding simultaneity and mutual 
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exclusiveness. In particular, we are concerned with high correlations 
between the bureaucracy and corruption indexes and the small 
variance of  the political indexes. As well, we are also apprehensive 
about the validity and consistency of  OLS once multiple indexes 
measured by scale are included concurrently and when numerous 
degrees of  freedom are lost from including multiple explanatory 
variables in our small sample. Although Kenny (1991) and Levine 
(2002) do not take the same approach, Beck and Levine (2004) do 
take a similar approach when investigating associations between 
stock market and bank development with economie growth. As a 
result, we are simply interested in the influential direction each of  

Table 3 - Institutions, Political, Macro-stability, and Money Demand

 

  
  

  
      



       
       
       
       
      
      
      
      
      



       
       
       
       
      
      
      
      
      

       
          
           



Notes: The reported explanatory variables are included one-by-one in each of  
the regressions. The simple information set only includes the log of  the interest 
rate and the log of  real GDP.
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the explanatory variables has on the money measures and caution on 
interpreting the results as exploitable elasticities.

The results in the top panel of  Table 3 imply that only the 
educational variable is significantly related to money demand when 
considering a narrow measure. The sign of  the coefficient also 
theoretically conforms because increases in the level of  workforce 
education impact money demand negatively from a narrow perspective. 
This result is also consistent with Kenny (1991) where he also finds 
a negative relationship between literacy and M1. None of  the other 
institutional indicators enter the narrow money demand regressions 
at the 10% level. With regards to the broader aggregate, Table 3 
shows that the black market premium and assassination variables 
enter significantly. However, the sign of  the black market premium 
coefficient is incorrect from the theoretical expectation. The negative 
sign on the assassination coefficient corresponds to our prediction 
that domestic turmoil would lead to a substitution out of  money and 
into other tangible assets. However, given that it narrowly makes the 
10% level we are still aware of  potentially making a Type II error. 
None of  the other institutional indicators enter the broad money 
demand regressions at the 10% level.

The implication of  both the narrow and broad money regressions 
is that conditioning on institutions may not be so informative and 
unnecessary when investigating money demand issues. This follows 
from only one out of  the nine institutional variables entering the 
narrow specification significantly and only two out of  the nine 
being significant in the broad specification. As a result, it would be 
suspect to add any of  the institutional variables to the conditioning 
information set. One interpretation may be that the demand for 
both aggregates could be stable irrespective of  most institutional 
differences. In fact, in both specifications the elasticities with respect 
to income and the interest rate remain statistically similar to those 
in Table 2.

Table 4 presents the results when controlling for financial 
structure. The same estimation methods were used as in the 
institutional specification. Three of  the structure measures enter 
the narrow specification significantly at the 10% level. In particular, 
the activity, size, and aggregate coefficients are all negative and of  
similar statistical magnitude, with size having the largest effect. The 
implication is that some measures of  financial structure indicate that 
money demand is negatively related to market-based economies. This 
result corresponds to the economie theory outlined in the specification 
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section. However, it also shows that there is some measurement 
sensitivity to such a conclusion. On the other hand, only the size 
variable is significant at the 10% level in the broad specification. 
This result suggests that measures of  financial structure are for the 
most part statistically trivial when investigating money demand from 
a broad perspective. Again, the elasticities with respect to income 
and the interest rate remain statistically similar to those in Table 2.

Table 4 - Financial Structure and Money Demand

 

    

  
      



      
      
      
      
      



      
      
      
      
      

       
           
          



Notes: The reported explanatory variables are included one-by-one in each of  
the regressions. The simple information set only includes the log of  the interest 
rate and the log of  real GDP.

Table 5 presents the results when conditioning on the simple 
information set and controlling for financial development. The 
elasticities with respect to income and the interest rate again remain 
statistically similar to those in Table 2 for both aggregates. Using the 
same estimation method as the previous specification for financial 
structure, the results indicate that measures of  financial development 
do not bring forth additional information regarding narrow money 
demand. None of  the financial variables enter significantly at the 10% 
level. Conversely, in the broad specification there are intuitive results. 
All of  the four measures of  financial development enter significantly 
at the 10% level or higher. The sign on all of  the coefficients is 
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positive. Recall that the implied sign may be positive or negative. 
Given the consistent positive sign, we argue that this may suggest 
possible evidence that although greater financial development would 
bring forth additional services through financial arrangements, the 
benefits of  such services may be outweighed by the costs and may 
actually raise transaction costs on a cross country scale. Kenny (1991) 
also finds a significantly positive estimate on the bank proximity 
variable in his M2 specification. Such results warrant further analysis 
before a definitive conclusion can be made.

Table 5 - Financial Development and Money Demand

 

    

  
      



      
      
      
      



      
      
      
      

       
           
         



Notes: The reported explanatory variables are included one-by-one in each of  
the regressions.The simple information set only includes the log of  the interest 
rates and the log of  real GDP.

3. Robustness

So far, we have followed Kenny (1991), Levine (2002), and Beck 
and Levine (2004) and treated countries as homogeneous units using 
the same regression model for all countries in the sample. In this 
section we explore whether heterogeneity exists in our cross-country 
database, and in doing so, we provide an approach to overcome it. 
We use an automatic classification program (AutoClass) for cluster 
analysis, developed by researchers at the Ames Research Center — for 
a description of  the AutoClass program, see Stutz and Cheeseman 
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(1996) or Serletis (2005) for a recent application in the context of  
monetary aggregation. In general, classification analysis may be 
conducted by employing either a supervised or an unsupervised 
approach. Traditional cluster analysis is supervised; it creates 
predetermined classes and identifies membership on the basis of  
maximizing both in-class similarities and out-of-class differences — see, 
for example, Dillon and Goldstein (1984).

3.1 Bayesian Classification Inference
The classifications and cluster analysis preformed by AutoClass 

are sensitive to the choice of  sorting characteristics chosen a priori. 
To overcome this potential pitfall, we conduct ten different sorts in 
order to build power, robust results, and to determine if  heterogeneity 
exists among the 48 countries. Initially we paired real GDP per capita 
and the average price level over the 1980-1995 time period as the 
sorting characteristics. The rationale behind this sort is to determine 
whether a cluster can be formed based on economic development 
and inflation. In this case we define high inflation countries as those 
with average price levels, over the 1980-95 period, which are far away 
from the 1995 base level. This sort grouped the data into two clusters 
based on the highest probability of  class association. Table 6 presents 
the results with class 1 having 27 countries and class 2 having 21 
countries. Furthermore, the probability of  class membership for each 
of  the 48 countries is quite pronounced by fluctuating from 0.814 to 1.

We then proceeded by considering real GDP per capita (in U.S. 
dollars) along with schooling and each of  Levine’s (2002) financial 
structure and development variables. Although none of  these nine 
sorts yielded the exact same classification as the initial pairing, they 
did come close. In particular, six of  the financial structure and 
development sorts produced class associations consistent amongst 
each other and the schooling sort was also nearly the same as the price 
sort. However, the probability of  class association was very weak in 
some cases. Specifically, Cyprus, Greece, Israel, Portugal and Taiwan 
frequently bounced between classes and had low probabilities of  class 
association ranging from 0.532 to the low 0.7's. Further inspection of  
the data revealed that these five countries consistently ranked either 
at the top echelon for one of  the variables and at the bottom for the 
other variable in the pairing or persistently in the middle, which 
makes it difficult for AutoClass to distinguish them from either class.

Given the circumstances, we abandon the assumption that all the 
countries can be treated as a homogeneous unit and split the sample 
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Table 6 - Autoclass Cluster Inference

 

  

   
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
  
  
   
 

  






into two sub-samples with each reflecting the three nearly identical 
classifications. Then for each sub-sample we estimate the money de
mand specifications outlined in the previous section to investigate 
whether the heterogenous specification results are sensitive to the 
five questionable countries. Estimation of  the three different possible 
class structures generated nearly identical results. As a result, we use 
the high probability of  class association in the price sort as a selection 
criteria and prefer using the cluster results in Table 6, which seem 
to fit the data quite well. This also allows us to loosely identify the 
sample treated by class 1 as ‘developing, high-inflation countries’ and 
the sample treated by class 2 as ‘developed, low-inflation countries.’

However, we acknowledge that such labeling is contentious, 
especially for Greece, Israel and Portugal. Although each of  these 
countries do have average or above average per capita real GDP in 
U.S. dollars and are also ranked in the upper end on the United 
Nation’s 2004 Human Development Report, their corresponding 
price levels are far from the 1995 base level. It is for such reasons 
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that we would then consider them as being at the very upper end 
of  the ‘developing, high-inflation countries.’. With regards to the 
‘developed low-inflation countries,’ 19 of  the 21 members represent 
the top 21 spots on the United Nations 2004 Human Development 
Index — Cyprus ranks 30 and Taiwan is not listed because it is 
grouped in with mainland China. The aim of  such branding is to 
allow for heuristic inferences rather than corresponding to a precise 
taxonomy. This criteria is met by reflecting the Bayesian viewpoint 
that membership in one class differentiates membership in the other 
class through diversity in country characteristics.

Table 7 - Conventional Money Demand

 

  

  
      



    
      
     
     

    
      
     
     



    
      
     
     

    
      
     
     

          
           
       



Notes: The reported explanatory variables are all included in each of  the 
regressions. The simple information set only includes the log of  the interest 
rate and the log of  real GDP.
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3.2 Cluster Results
Table 7 presents the initial results for the conventional money 

demand specification for both classes and both monetary aggregates. 
When the narrow measure of  money is considered, the estimated real 
income elasticity of  the demand for real balances is highly significant 
for both the developing, high-inflation countries and developed, low-
inflation countries. As before, we test if  the coefficient is equal to 
one and cannot reject the hypothesis for either class. These results 
are again in accordance with the quantity theory demand for money. 
The estimated interest elasticity of  the demand for real balances is 
almost identical to the result found in Table 2 for the developing, 
high-inflation class. However, for the developed, low-inflation class 
the coefficient is not significant at any conventional level. This 
finding also conforms with the quantity theory demand for money. 
When the simple information set is regressed on the broad monetary 
aggregate, the estimated real income elasticity of  the demand for real 
balances is statistically different from one for the developing-high 
inflation class, but not for the developed, low-inflation class. The 
estimated interest elasticity of  the demand for real balances remains 
stable and virtually unchanged for the developing, high-inflation 
class. Regarding the developed, low-inflation class, the estimated 
interest elasticity moves toward the Baumol-Tobin prediction but is 
barely significant at the 10% level. In comparison to the homogenous 
sample, the conventional demand for real balances seems to be 
relatively consistent and fairly stable under both sub-samples.

The institutional parameter estimates for the two classes are 
presented in Table 8A (for M1) and Table 8B (for M2). The schooling 
variable is highly significant for the developing, high-inflation 
class but not for the developed, low-inflation class. The estimated 
coefficient is also larger in magnitude than the previous estimate 
indicating that it may have previously been biased downwards. The 
assassination measure is also highly significant for the developing, 
high-inflation class but not the developed, low-inflation class. The 
sign of  the coefficient is consistent with the prediction made earlier 
in the specification section. None of  the other variables enter 
significantly in the developing, high-inflation sample. However, the 
black market premium, trade openness, and civil rights measures do 
significantly enter the developed, low-inflation sample. In particular, 
they all theoretically conform. A higher black market premium 
raises the cost of  transacting and positively affects the demand for 
real balances. Additional exposure to the global trading system and 
decreases in freedom negatively impact the demand for real balances. 



 Cross-country evidence on the demand for money	 217

In particular, these two findings may help shed some light into recent 
economic developments surrounding the United States, with regards 
to their large trade deficit and the debate surrounding the legislative 
passage of  the Patriot Act. However, such analysis is beyond the 
scope of  this paper.

In the broad specification, the estimated black market premium 
coefficient is significant for the developing, high-inflation class. 
The coefficient is of  similar magnitude to the one estimated in the 
homogeneous sample and has the wrong sign again. The estimated 
government expenditure, trade openness, and assassination coefficients 
are also highly significant. The positive sign on the government 

Table 8a - Institutions, Political, Macro-stability and M1 
Money Demand

 

  
   

  
      

    

       
       
       
       
      
      
      
      
      

    

       
       
       
       
      
      
      
      
      

          
           
           



Notes: The reported explanatory variables are included one-by-one in each 
of  the regressions. The simple information set only includes the logarithm of  
short term interest rates and the logarithm of  real GDP in USA dollars.
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Table 8b - Institutions, Political, Macro-stability and M2 
Money Demand

 

  
   

  
      

    

       
       
       
       
      
      
      
      
      

    

       
       
       
       
      
      
      
      
      

          
           
           



Notes: The reported explanatory variables are included one-by-one in each 
of  the regressions. The simple information set only includes the logarithm of  
short term interest rates and the logarithm of  real GDP in USA dollars.

expenditure estimate implies that public and private spending are 
complements. This seems reasonable given that developing countries 
expend large amounts on infrastructure and capital projects. We also 
test if  the government expenditure coefficient is equal to one and 
weakly accept the null hypothesis of  private spending and public 
spending being perfect complements. However, the estimated trade 
coefficient does not follow the prediction previously made, given that 
it is positive. An increase in the number of  assassinations decreases 
the demand for real money balances as predicted. Regarding the 
developed-low inflation sample, only the trade openness coefficient 
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enters significantly. It is again negative, as in the narrow regression 
and of  similar magnitude.

For both monetary aggregates, the institutional results clearly 
display some degree of  heterogeneity with regards to institutional 
effects between the developed, low-inflation countries and the 
developing, high-inflation countries. The estimated real income 
and interest elasticities remain similar to those in Table 7 for the 
developing, high-inflation cluster. Regarding the developed, low-

Table 9 - Financial Structure and Money Demand

 

    

 
       


    

      
      
      
      
      

    
      
      
      
      
      



    
      
      
      
      
      

    
      
      
      
      
      

          
           
        

Notes: The reported explanatory variables are included one-by-one in each 
of  the regressions. The simple information set only includes the logarithm of  
short term interest rates and the logarithm of  real GDP.
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inflation sample, the real income and interest elasticities also remain 
similar to those presented in Table 7, when we consider M1 as the 
dependent variable. But, when we consider the broad aggregate, the 
high interest elasticity in Table 7 does become highly significant for 
some cases and is of  similar magnitude. Therefore, we conclude that 
the interest elasticity of  M2 in developed, low-inflation countries is 
likely to be statistically different than the interest elasticity found in 
the developing, high-inflation cluster. We attribute the small sample 
of  21 observations and lack of  degrees of  freedom to be the source of  
bias in the conventional money demand estimation. The real income 
elasticity does however remain stable in the M2 specification.

The financial structure estimates are reported in Table 9. With 
respect to the narrow aggregate, none of  the financial structure 
measures enter the developing-high inflation class significantly at 
conventional levels. Only the size measure enters significantly at 
the 10% level for the developed, low-inflation sample. In the M2 
specification, only the size measure enters significantly at the 10% 
level for the developing, high-inflation sample. None of  the financial 
structure measures are significant for the developed, low-inflation 
class. In the cross-country results, size is also significant for both 
M1 and M2 and of  similar magnitude to the coefficients estimated in 
each of  the cluster sub-samples. Since only one of  the five measures 
is consistent within both the cross-country and cluster regressions, 
we interpret that the demand for real balances is relatively stable 
irrespective of  structural financing. The real income elasticity and 
the interest elasticity of  the demand for real balances remain similar 
to what we discussed in the previous paragraph for both classes.

Table 10 presents the financial development parameter estimates 
for the two classes. Not one of  the four measures enter the narrow 
specification for either class significantly. This result was also found 
in the cross country results. When we treat M2 as the dependent 
variable, all four measures of  financial development are highly 
significant for the developing, high-inflation class. The estimated 
coefficients are positive and of  similar statistical magnitude to those 
in Table 4. When we consider the developed, low-inflation countries 
in the broad specification, none of  the four measures of  financial 
development enter significantly. Given the results in Table 9, we 
conclude that the developing, high-inflation countries are driving 
the cross-country results in Table 4. In particular, the persistent 
positive sign on all of  the measures, allows us to infer that the 
benefits brought forth by financial services in developing, high-
inflation countries are outweighed by the costs of  utilizing them and 
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actually raise transaction costs. One explanation could be that in the 
early stages of  financial development economies of  scale have not 
yet been captured to bring transaction costs down, or to a constant 
state where money demand would not be affected, as it appears in 
the developed, low-inflation class. The real income elasticity and the 
interest elasticity of  the demand for real balances remain similar to 
what was discussed in the prior paragraphs.

Table 10 - Financial Development and Money Demand

 

    

  
      



    
      
      
      
      

    
      
      
      
      



    
      
      
      
      

    
      
      
      
      

          
          
        



Notes: The reported explanatory variables are included one-by-one in each of  
the regressions.The simple information set only includes the logarithm of  short 
term interest rates and the logarithm of  real GDP.
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4. Conclusion

We have used cross-country data (for 48 countries over the 1980-
1995 period) to investigate the long-run relationship between both 
narrow and broad monetary aggregates and interest rates, real GDP, 
institutions, financial structure and financial development. We have 
shown that the interest and income elasticities of  real balances are 
fairly stable and conform to the theoretical prediction of  the quantity 
theory demand for money. As well, we have found that institutions, 
financial structure, and development do play a role in the demand 
for money in an aggregate setting; albeit a limited role.

However, we have shown that the assumption that all of  the 
countries can be treated as a homogeneous unit can cause systematic 
distortions. Specifically, we utilized unsupervised Bayesian methods 
based on finite mixture models and mathematical properties, to cluster 
the data set into two distinct groups. Regressions based on each of  
the partitioned data sets displayed heterogeneity with respect to the 
influence institutions, financial structure, and financial development 
have on money demand, for each of  the two groups. We found that 
our developing, high-inflation class somewhat dominated the data 
set and distorted some of  the developed, low-inflation class results. 
In particular, the role that the supplementary variables have in the 
money demand function depends not only on the specified aggregate, 
but also on the countries specified in the sample.
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University of  Calgary, Department of  Economics, Calgary, Alberta, 
Canada
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University of  Calgary, Department of  Economics, Calgary, Alberta, 
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ABSTRACT

In this article we examine money demand issues using cross-country 
data, for 48 countries over the 1980-1995 period. In particular, we investigate 
conventional money demand functions, for both narrow and broad aggregates, 
and the role that institutions, financial structure and financial development may 
have in the demand for money. On the basis of  possible heterogeneity within 
the cross-country data set, we exploit Bayesian classification and finite mixture 
models to partition the data based on statistical similarities and multi-dimensional 
structures. A re-examination of  our initial regression results indicates that a great 
deal of heterogeneity exists between different groups of countries.

Keywords: Cross-country estimates; Bayesian classification;
JEL classification: C21; E41; E50

RIASSUNTO

Evidenze internazionali sulla domanda di moneta

Nel modello esaminiamo la domanda di moneta utilizzando dati cross 
section per 48 paesi, nel periodo compreso tra il 1980 e il 1995. In particolare, 
investighiamo le funzioni di domanda di moneta di tipo tradizionale, sia 
per stretti che per ampi aggregati, e il ruolo che le istituzioni, la struttura 
finanziaria e lo sviluppo finanziario possono giocare nella domanda di moneta. 
In considerazione di una possibile eterogeneità nella base dati dei diversi paesi, 
sfruttiamo la classificazione Bayesiana e i “finite mixture models” per suddividere 
i dati a seconda delle similitudini statistiche e delle strutture multidimensionali. 
Un riesame dei risultati della nostra regressione iniziale indica che esiste molta 
eterogeneità tra diversi gruppi di paesi.


